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Introduction  

Two limitations of Linear Discriminant Analysis (LDA) 

 

 

 

 

 

 

 

- Class separation problem : when the dimension is 

less than C−1, LDA is suboptimal and could merge 

the close classes.  

- LDA does not model the relative strength of the 

high-level semantic attributes, which is effective to 

enhance object recognition and zero-shot learning  

 

Result   

A. Gaussian Toy Data 

D. Subspace Selection for Classification 

Conclusions    
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Method 

Minimum Error Criterion 
 

- Assume that the class conditional distribution is 

homoscedastic Gaussian, minimizes the Bayes 

optimal classification error as follows 

 

 

 

 

- The Jacobian and Hessian is well-defined 

 

 

 

 

 

 

 

- Mathematically elegant but limit on non-Guassian-

distributed classes 

 

 
Large Margin Criterion 

 

- Maximize the average distance of the K nearest 

neighboring classes in the projected space 

 

 

- K=1, maximize the distance between the nearest 

neighboring projected classes. 

- K=C-1, maximize the extension of the projected 

classes. 

- K={1,3,…,C-1}, adaptive to the various class 

distributions (selected by cross-validation). 

 

- Objective function is convex and can be 

maximized efficiently by linear programming. 

 

 

B. Attribute Ranking Learning 

C. Zero-Shot Learning 

Contributions: 

 We extend the LDA technique to linear ranking 

analysis (LRA), by considering the ranking order of 

classes centroids on the projected subspace. 

 Under the constrain on the ranking order of the 

classes, two criteria are proposed:  

1) minimization of the classification error with the 

assumption that each class is homogenous 

Guassian distributed;  

2) maximization of the sum (average) of the k 

minimum distances of all neighboring-class 

(centroid) pairs. 

 Demonstration of state-of-the-art performance on 

ranking learning, zeros-shot learning, and subspace 

selection. 

   Learn a ranking function under the constraint of the 

order of projected class centroid. 

  

 

   Experiments conducted in “Relative Attributes” 

(ICCV2011) with different ranking functions 

  

 

   Search the sub-optimal cross-validation accuracy 

under the constraint of the class order defined by a 

state-of-the-art dimension reduction method. 

  

 

    Exhaustive search the optimal cross-validation 

accuracy across all possible projected class orders. 

  

 

    Consideration the ranking of the projected class 

centroids could achieve state-of-the-art performance on 

ranking learning, zeros-shot learning, and subspace 

selection. 


