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A B S T R A C T

As performance on some aspects of the Labeled Faces in the Wild (LFW) benchmark approaches 100%
accuracy, there is an intense debate on whether unconstrained face verification problem has already been
solved. In this paper, we study a new face verification problem that assumes the imposter would deliberately
seek a people with similarly-looking face to invade the biometric system. To simulate this deliberate imposture
attack, we first construct a Fine-Grained LFW (FGLFW) database, which deliberately selects 3000 similarly-
looking face pairs within original image folders by human crowdsourcing to replace the negative pairs of LFW.
Our controlled human survey reports 99.85% accuracy on LFW, but only 92.03% accuracy on FGLFW. As the
algorithm baselines, we evaluate several state-of-the-art metric learning, face descriptors, and deep learning
methods on the new FGLFW database, and their accuracy drops about 10–20% compared to the corresponding
LFW performance. To address this challenge, we develop a Deep Convolutional Maxout Network (DCMN) which
aim to tolerate the multi-modal intra-personal variations and distinguish fine-grained localized inter-personal
facial details. The experimental results suggest that the proposed DCMN method significantly outperforms
current techniques such as Deepface, DeepID2, and VGG-Face. Fusion of the scores of our proposed DCMN to
that of human operators notably boost the verification accuracy from 92–96%, suggesting that human-
algorithm partnerships are promising to detect the similarly-looking deliberate impostors.

1. Introduction

As the explosion of ubiquitous biometric data, there has been a
significant progress in improving face recognition accuracy due to big
data driven machine learning methods. After the eras of subspace
learning [1,2] and sparse representation [3,4], deep learning technique
shows extraordinary effectiveness to solve the unconstrained face
recognition problem. Many deep learning methods [5,6] have reported
nearly saturated accuracy on the standard Labeled Faces in the Wild
(LFW) benchmark. LFW provides a “same/different” benchmark which
addresses the face recognition problem as a non-class-specific similar-
ity problem and which is different from more traditional multi-class
classification problem [7]. The rationale is that such a benchmark
requires that methods learn to evaluate the similarity of faces rather
than be able to recognize particular faces. The power of the same/not-
same formulation is in diffusing a multi-class task into a manageable
binary class problem. Moreover, by removing all the test subject from
the training, LFW encourage learning face similarity, rather than the
distinguishing features of particular face. Thus, the benchmark aims to
gain a generalization ability which is not limited to a predefined set of

classes. The reported accuracy is a concise index on face recognition
performance regardless of the number of candidate classes.

While the performance of LFW benchmark approaches 100%
accuracy, the community is still addressing only part of the overall
face verification problem. After inspecting the LFW databases, one can
identify a main limiting factor for its unconstrained face verification
task: almost all the negative face pairs are quite easy to distinguish.
The negative pairs are randomly selected from different individual, and
it is common that two random individuals have large differences in
appearance. Many face pairs even have different genders. Thus,
verification is, by its nature a problem in which many examples are
very easy with large inter-class variance, because the collection of LFW
database is based on the assumption of random imposter attack. For
practical usage, however, it is likely that a desperate impostor may
attempt to spoof a genuine user by seeking a similarly-looking people.
This real-world difficulty is important to the ubiquitous biometric killer
applications such as the face pay in Internet finance, and video
surveillance based person re-identification. Unfortunately, this com-
mon and realistic challenge for face biometric has not been explicitly
evaluated or addressed before.
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To fill up this blank, we reinvent the LFW database to explicitly
evaluate the face verification accuracy under desperate imposture
attack. The new database, called Fine-Grained LFW (FGLFW), is
collected by crowdsourcing efforts that seek 3000 similarly-looking
face pairs (300 pairs per fold) to replace the random negative pairs of
LFW. The positive pairs of FGLFW are identical to those of LFW
database. To distinguish FGLFW from LFW, the prefix “Fine-Grained”
suggests that the difference between inter-class face pairs is so tiny that
even the human operators would feel compelled to make fine-grained
inspect on the localized facial features during the verification. There are
three motivations behind the construction of FGLFW benchmark as
follows.

1. Continuing the intensive research on LFW with more realistic
consideration on deliberate imposture, and fostering research on
the fine-grained face recognition in unconstrained images. The
challenge of LFW benchmark focuses mainly on suppressing the
large intra-class variance, such as poses and lighting, while FGLFW
benchmark emphasizes both the large intra-class variance and the
tiny inter-class variance simultaneously.

2. Constructing a moderately “difficult” database for evaluating the
level of security provided by human operators, and stimulating
research on the verification cases that are difficult for human to
recognize, with an ambitious goal that design algorithms to help
human to make reliable verification judgement.

3. Maintaining the protocols, dataset size, and the image ensemble of
LFW database to encourage fair and meaningful comparisons, and
allowing easy comparison and replication of results. The image
ensemble of the FGLFW database is identical to LFW, so that one
can study the fine-grained face verification performance based on
the mature model for LFW.

To the best of our knowledge, FGLFW is the first benchmark that a
large number of human perceptually similar face pairs are intentionally
integrated into the evaluation of the face recognition system. Our
controlled human survey yields 99.85% accuracy on LFW but only
92.03% accuracy on FGLFW, which suggests that random imposters
are too “easy” but deliberate imposters are moderately “difficult” for
human operators to detect. As the algorithm baselines, we evaluate
several metric learning, advanced face descriptors, and deep learning
methods on the new FGLFW database, and their accuracy drops about
10–20% compared to the LFW performance.

To boost the fine-grained face verification performance, we develop
a Deep Convolutional Maxout Network (DCMN) which aims to
tolerates the multi-modal intra-personal structures and, at the same
time, discriminates fine-grained localized inter-personal facial features.
Although the proposed DCMN achieves 91% accuracy, which is better
than the other architectures such as Deepface, DeepID2 and VGG-Face,
it still cannot by itself address fine-grained face verification problem.
From the experimental results we can conclude that the fine-grained
face verification is clearly beyond the current state-of-the-art and
further research is required to address this more realistic and challen-
ging setting. Finally, we attempted to fuse the similarity score from
human and DCMN. Surprisingly, human-algorithm fusion cuts the
error rate by nearly a half in comparison to the human verification.
This complementary ability clearly suggests that it is promising to
study the algorithms that enhance human's ability to recognize the
deliberate imposter.

This journal paper is an extended version of the conference paper
[8] of ICB 2016. In the paper, the new contents include the detailed
discussion about fine-grained face verification problem, the compara-
tive human survey results on LFW and FGLFW, a new DCMN method
for the fine-grained face verification and the comparative study on deep
learning methods, and the score fusion of human operators and DCMN
to boost the performance.

2. Background

In 2005, Ferencz et al. [9,10] developed a method for deciding
whether two images represented the same object. They presented this
work on data sets of cars and faces, and hence were also addressing the
face verification problem. To make the problem challenging for faces,
they used a set of news photos collected as part of the Berkeley Faces in
the Wild project [11,12] started by Tamara Berg and David Forsyth.
These were news photos taken from typical news articles, representing
people in a wide variety of settings, poses, expressions, and lighting.
These photos proved to be very popular for research, but they were not
suited to be a face recognition benchmark due to the more than 10%
noisy labels and large numbers of duplicates. Eventually, after manual
data cleaning and new protocols designing, the refined data were
released as “Labeled Faces in the Wild” in 2007 [7].

Since that time, hundreds of papers have been published that
improve upon this benchmark in some respect. A remarkably wide
variety of innovative methods have been developed to overcome the
challenges presented in this database, and Learned-Miller et al. pre-
sented a comprehensive survey on the great progress [13]. Under
“unrestricted with labeled outside data” protocol where unlimited
external data could be used to train the classifier, several approaches
have reported over 99% accuracy. In particular, the highest reported
accuracy on LFW described by a peer-reviewed publication stands at
99.63%, by Schroff et al. [5], reporting only 22 errors on the entire test
set of 6000 image pairs. Under this protocol, as LFW test is too easy,
the testing process may become an exercise in “tuning” existing
algorithms, which makes distinguishing between algorithms nearly
impossible.

Recently, several large-scale database, such as IJB-A [14], FaceCrub
[15], CASIA-WebFace [16], and Megaface [17], have been designed to
study large-scale face verification and identification problem. They
advocate to measure the performance using performance criteria that
are more strict than that of LFW. For verification, the verification rate
at 0.1% false acceptance rate. For identification, rank-1 recognition
accuracy on a gallery of thousands or millions of people is reported.
Intuitively, these experiments would also involve many comparisons
between the test image and similarly-looking gallery faces. However,
such “similarity” is defined by algorithms, rather than human opera-
tors. In addition, while reporting more realistic performance, these new
databases lose the virtues of LFW as the easy-to-use, low barriers to
entry. In contrast, we aim to explicitly evaluate the algorithm to
distinguish the similarly-looking negative face pairs that are “difficult”
for human to verify. The related fine-grained recognition techniques is
demanding in the biometric applications. At the same time, we design
the database by strictly following the protocols of LFW so that
researchers need not to do any change when transferring to the new
benchmark. These two characteristics of make the proposed FGLFW
database totally different from the recently proposed benchmarks.

Similar to the fine-grained face recognition, identical twin recogni-
tion problem [18] also require algorithms to distinguish the tiny inter-
class variations. However, there are at least two differences between
fine-grained face verification and identical twin recognition. Firstly,
only 0.4% people have identical twin, but our study finds that more
than half people can find out at least one similarly-looking people
among a population of hundreds. Deliberate attack is much more
common in the biometric system, and thus “fine-grained” face recogni-
tion problem is a very common challenge that has not been system-
atically studied before. Secondly, multi-modality biometrics are often
required to distinguish identical twin [19,20], because there are
possibly not enough discriminative information solely by the facial
appearance at all. In contrast, FGLFW database encourage the algo-
rithms to accurately distinguish the deliberate imposters by only the
facial appearance. From the aspect of data source, FGLFW is totally
different from the previous twin databases. To the best of our knowl-
edge, all identical twin databases are collected at twins festivals [18–
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21], where both the number of twin pairs and the image sessions are
limited. Images of these databases may not diverse enough to model
the real-world intra-class variations. In contrast, FGLFW database
contains the photographs collected from the web designed for studying
the problem of unconstrained face recognition.

Fine-grained face verification is a similar, but not the same, task to
the fine-grained visual categorization [22] in the computer vision
community. The fine-grained visual categorization problem asks us to
distinguish subordinate-level categories such as husky dog and poodle
dog from each other. Typical approaches to fine-grained visual
categorization are based on detecting and extracting features from
particular parts of the objects [23,24]. Face recognition is an extreme
case of fine-grained visual categorization in which the “subcategories”
are individual instances [25]. Similar to the fine-grained approaches,
the best face recognition methods, such as high-dimensional LBP,
extract features from locations determined by finding facial landmarks
such as the corners of the eyes [26]. In this sense, many face
recognition algorithms are the analogy to fine-grained categorization
methods. In contrast, compared with the common face verification that
address mainly large intra-class variations, such as pose, illumination,
and expression, the proposed fine-grained face verification task
emphasizes the tiny inter-class difference in the deliberately selected
similarly-looking face pairs. As we shown in the experiment section,
commonly used face recognition (fine-grained classification) strategy is
not sufficient to solve the problem. Recent progresses on fine-grained
visual categorization [27–30] may inspire future research ideas on fine-
grained face verification.

3. From LFW to fine-grained LFW

In a biometric scenario, a basic assumption of LFW, as well as the
other face biometric benchmarks, is that.

• The imposter would randomly choose a people to invade the
biometric system.

This assumption requires the benchmarks to evaluate a massive
number of negative face pairs ensure the security of the system. In
practice, however, although the imposters would be much fewer than
the genuine users, they are not likely to intrude into the system in a
random manner. To address this issue, the key assumption of FGLFW
is that.

• The imposter would deliberately seek a people with similarly-
looking face to invade the biometric system.

We called this assumption the deliberate imposture assumption. To the
best our knowledge, no previous research has studied this important
issue on either human operators or machine algorithms.

3.1. Deliberately seeking imposters by crowdsourcing

Besides the deliberate imposture, we would like design FG-LFW to
guide the new algorithms to focus on the issues that current methods
could not addressed. Therefore, we design a crowdsourcing task to
select the negative face pairs that are “difficult” to distinguish for both
human labelers and recognition algorithms. Crowdsourcing process is
effective to imitate the imposter who aims to select a similarly-looking
face to intrude into the biometric system. We also limit the selection
within each image fold of LFW database with a population of hundreds.
We adopt the triplet labeling to avoid the inter-personal difference of
the perception of similarity degree, and label the similarity in a relative
(comparative) way.

To select the potential similar face pairs, we apply cosine similarity
measure of the well-established DeepID2 descriptor [6] that is highly
discriminative for face verification. For a triplet Q A B( , , ), we regard Q

as the query image. Supposing the similarity of Q and A is s, we choose
a face of which similarity to Q is around s as B. And s is controlled to be
higher than a specified threshold, i.e. 0.85, to avoid most triples being
annotated as both A and B being dissimilar if s is too small.

LFW contains 13,233 face images of 5749 persons collected from
Internet with large variations, in which View 2 defines 10 disjoint
subsets of image pairs which are suitable for cross validation. Each
subset contains 300 positive pairs and 300 negative pairs. In fact, the
10 subsets are organized by their identity, i.e. each identity only
appears once in certain subset. Based on it, LFW database has been
divided into 10 separate image folds. The triplet Q A B( , , ) are chosen
from each fold separately, and we get a total number of about 200,000
triplets. Specifically, in the online crowdsourcing as illustrated in Fig. 1,
a face triplet is randomly displayed on the screen and the participants
are asked to describe the triplet using one of the four choices as follows:

(1) The query Q is similar to both A and B;
(2) The query Q is not similar to both A and B;
(3) The query Q is more similar to A than B;
(4) The query Q is more similar to B than A.

Undergraduate students from the School of Information and
Communication Engineering at the Beijing University of Posts and
Telecommunication volunteered to participate in these experiments in
exchange for a research credit in a pattern recognition course. 127
voluntary students were invited to attend this triplet labeling work, and
over 600,000 labels of triplet have been collected in a period of one
month.

For the selection of pairs, we split every triplet into two pairs, i.e.
Q A( , ) and Q B( , ). The image pair receive a “similar” annotation if it is
labeled as “more similar than the other pair” or “similar to the query”
during its corresponding triplet annotations. Since each triplet are
annotated for about three times and each pair may appear in different
triplets in our annotation program, we respectively calculate the
frequencies of each pair being annotated as being similar and dissim-
ilar. With these frequencies, we can compute each pairs probability of
being similar. Probability of pairs being annotated for few times often
contains much noise. We use Laplace smoothing to alleviate it, and the
human perceptual similarity measure of a image pair is defined as

p
c δ

c δ c δ
= +

( + ) + ( + )i
i

i i

+

+ − (1)

where (ci
+ denotes the number of “similar” annotation, (ci

− denotes the

Fig. 1. An illustration of the crowdsourcing labeling of the triplet A Q B( , , ) that selects

the human perceptually similar face pairs to simulate deliberate imposter. Triplet
labeling ranks the similarity in a relative way, and thus avoids the inter-personal
difference of the perception of similarity degree.
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number of “dissimilar” annotation, δ = 2 is the smoothing parameter.
In each image folder, face pairs are sorted by corresponding perceptual
similarity and first non-repetitive 300 pairs are selected as the
deliberate imposter face pairs. Eventually we keep the 3000 positive
pairs of original LFW protocol and replace the negative pairs with our
selected 10×300 visually similar pairs. Example negative face pairs in
the new database are shown in Fig. 2, which are confusing even for
human operators even after careful inspection. Note that there are only
hundreds of people in each fold of the database, which means the such
similarly-looking face pairs can be seek in a small population in
practice.

It should be noted that the deliberate imposture attack defined in
the FGLFW database are much more common than the well-known
“identical twin” attack [18], because there are only 0.4% people have
identical twin, but our study find that more than half people can find
out at least one people with similarly-looking faces among a population
of hundreds, as illustrated in Fig. 3. Due to unexpected frequency of
similarly-looking faces, it is possible that a large number of imposters
have successfully cheated the human operators or automatic biometric
system. By manual selection of these face pairs, we construct FGLFW
database to facilitate further study on the distinguish of these similar,
but not the same, faces. This may be important to close the large gap
between the reported performance on benchmarks and performance on
real world tasks.

3.2. Full compatibility with LFW

Following the data partition of LFW database, Fine-Grained LFW
database defines 10 disjoint subsets of image pairs which are suitable
for cross validation, where the image ensemble of each subset is
identical to the LFW database. Each subset contains 300 matched face
pairs and 300 negative face pairs. The 300 matched pairs of each fold
are identical to those of LFW, and the 300 negative pairs are selected
by crowdsourcing from the same image ensemble of the corresponding
fold of LFW. In this manner, the FGLFW database is fully compatible
to LFW for all the six protocols and evaluation criteria. Originally, there
were two distinct protocols described for LFW, the image-restricted
and the unrestricted protocols. The unrestricted protocol allows the
creation of additional training pairs by combining other pairs in certain
ways. (For details, see the original LFW technical report [7].) As many
researchers started using additional training data outside LFW to
improve performance, new protocols were developed to maintain fair
comparisons among methods. These protocols were described in an
updated technical report [31]. The current six protocols are:

1. Unsupervised.
2. Image-restricted with no outside data.
3. Unrestricted with no outside data.
4. Image-restricted with label-free outside data.
5. Unrestricted with label-free outside data.
6. Unrestricted with labeled outside data.

Since FGLFW only modifies the negative face pairs defined in
standard protocol, the original training and testing paradigms of LFW
can be directly used.

4. Human survey

To validate our database, we have conducted a human survey on the
FGLFW challenge. The survey results were used for the following
purposes: (1) Test the difficulty posed by the FGLFW challenge to
human operators. (2) Provide a convenient means of comparing human
performance to that of the existing state of the art. (3) Verify whether it
is possible to design algorithms to help human operators to reject the
deliberate imposters.

4.1. Controlled human survey on FGLFW

Different from the crowdsoucing survey using Amazon Mechanical

Fig. 2. Example negative face pairs selected by crowdsourcing triplet labeling. 3000 similarly-looking negative face pairs are selected to replace the negative pair of LFW, generating the
new FGLFW database. Note that these challenging face pairs are manually selected within each image-fold in LFW consisting of only 400–450 people. Thus, one should aware that the
deliberate imposture by similar face pairs would frequently happen in real-world face biometric system.
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Fig. 3. In each fold of FGLFW database, the number of subjects involved in the negative
pairs are more than half of the population. This means that more than half people can
seek a similarly-looking faces in the population of hundreds.
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Turk [32], to ensure the reliability of the human labels, 27 registered
students of our laboratory are invited to participate our controlled
human survey, who were informed that their verification accuracy
would be recorded and reported. In addition, after every ten face pairs
are completed, the verification accuracy is updated and displayed in the
screen in order to continuously remind the participants to focus
attention on the task. In this manner, the result is a good simulation
on the security level provided by responsible human operators. Besides,
the participants of our survey are the Chinese students of 20–25 years
old, who were probably not familiar with the appearance of most of the
identities, since most LFW faces are outdated foreign politicians, sports
figures, and actors in the last decade. That is, our survey on human
performance roughly control that participants had no prior exposure to
the people pictured in the test sets, conforming to the LFW protocol.

The human survey was conducted on all the 6000 face pairs of
FGLFW benchmark, which are randomly partitioned to 3 non-over-
lapped subset of 2000 face pairs. Each participant viewed 2000
randomly selected pairs and was asked to rate his or her confidence
that each of these pairs represents the same face on a 1–7 likelihood
scale. Participants had unlimited time to enter a response for each pair,
with images remaining on the screen until a response was entered. We
have collected 54,000 answers from the 27 participants on the 6000
pairs, and each pair has been rated by 9 users.

Fig. 4 shows the ROC performance of all the 27 participants, which
shows that most participants obtain about 80–90% accuracy on
FGLFW face-matching task. Clearly, the human verification accuracy
is far from perfect, and deliberate imposters are difficult to detect if a
visually-similar face fairs are intentionally selected. In real-world
security tasks, there may have being a large number deliberately
seeking imposters have successfully cheated the human operators.
Designing algorithms to improve the human security strongly moti-
vates further research into fine-grained face verification methods. To
measure the human performance, participant votes for each pair are
treated as independent experts and their mean likelihood answer is the
finally human score. Finally, the human performance reach to 92.03%
by fusing the scores of all the 27 participants, suggesting that about 8%
face pairs from deliberately seeking imposters cannot detected by
human operators.

On average, the participants took as long as about 6.8 s to judge for
one face pair. In contrast, for the previous face-matching experiment,
studies had reported that human generally takes less than 2 s to
compare a face pair [33]. Our participants feedback that they have to
take a long time to make the verification judgement by carefully

comparing the fine-grained details of the face pairs, such as the specific
shape of eyebrow, nose, ear, or hairline. This recognition process is
totally different from the daily face recognize by a glance at the holistic
appearance. Modeling and imitating human's fine-grained inspection
on similar-looking face may be an interesting issue for further
research [22].

4.2. Contrast survey on LFW

The controlled human survey reports 92.03% verification accuracy
on the FGLFW database, which is much lower than that the 99.20%
accuracy reported on LFW database [32]. In one hand, the large gap
between databases suggests that the verification task defined in
FGLFW is much more challenging than the LFW database even for
responsible human operators. In the other hand, it is also possible that
our survey suffer from the own-race effect that the faces of one's own
race are better recognized than faces of other less familiar race. To
eliminate this possibility, we run a contrast survey on the 6000 face
pairs of LFW by the same 27 participants and identical rules.
Astonishingly, as shown in Fig. 5, 11 out of the 27 participants achieve
over 99% accuracy and the sum fusion of all the labeled likelihood
yields a near perfect 99.85% accuracy, as shown by the black line in
Fig. 6. The results clearly confirm that our survey do reflect the
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reasonable ability of human face recognition.
We acknowledge that our survey done by Chinese students is bound

to suffer for own-race effect. However, our controlled survey indeed
achieved higher accuracy than that reported by Kumar et al. [32]. A
possible explanation on our perfect accuracy is that our restricted
settings, such as the controlled participants and the interface with
accuracy alert, have avoided most careless mistakes happened in the
unrestricted crowdsroucing. The participants feedback that, since most
negative pairs of LFW look apparently different, they could make very
quick judgements on LFW database. That means there is no difficulty
for human verification, even considering the own-race effect.
Interestingly, the correlation coefficient of individual accuracy between
LFW and FGLFW reaches 0.59. As illustrated in Fig. 5, the good
recognizer in FGLFW tends to be a good recognizer in LFW.

Therefore, the accuracy of our survey is more close to the upper bound
of the human face recognition ability. The 99.85% human accuracy clearly
suggests that the negative face pairs of LFW may be too “easy” to test the
human face recognition, on which a large proportion of errors in previous
human survey [32] might be caused by careless mistakes of the
participants. Removing the biases caused by careless mistakes, human
is still better at that face verification task than leading algorithms such as
FaceNet [5]. The generalization ability of the algorithms may be over-
estimated in several recent studies that claimed to surpass human
performance. As illustrated in Fig. 6, both human and algorithm can
yield near perfect accuracy on LFW database, and thus further exploration
would become the fine tune of a small number of unrepresentative face
pairs, rather than solving the problem itself. Instead, FGLFW provides a
moderately “difficult” benchmark for evaluating the level of security
provided by both algorithms and human operators.

5. Deep convolutional max-out network

This section introduces a new DCMNmodel, which incorporates the
very deep architecture with small convolution filters, the maxout units,
and the verification supervised signal to address the fine-grained face
verification task.

5.1. Motivations and components

In FGLFW database, the technical challenge of fine-grained ver-
ification comes from both the tiny inter-class difference and the large
intra-class variance. In this situation, discriminative feature might only
be learned in a multi-layer highly-nonlinear manner. Therefore, we
attempt to incorporate some recently proposed components, such as
very small convolution filters, the maxout units, and the verification
supervised signal for this new task.

The maxout model is a feed-forward architecture that uses maxout
unit as activation function [34]. Given an input x ∈ d , the maxout
hidden layer implements the function

h x z( ) = maxi
j k

ij
∈[1, ] (2)

where z x W b= +ij
T

ij ij.. , and W ∈ d m k× × and b ∈ m k× are learned
parameters. The forward-propagation process of the maxout network is
the same as other feed-forward neural networks except that the

activation computation follows Eq. (2). For the back-propagation
process during training, the gradient for each maxout neuron is always
1, but only the weights corresponding to the piece with the maximum
activation within each group z j k{ | = 1,…, }ij are updated. The max-
pooling operation is a winner-take-all action. The maxout neuron, if
well-trained, hopefully select the most useful feature invariant to
different intra-class modalities, and, at the same time, maximize
inter-class variance supervised by the softmax identification signal.

Identification and verification are two supervised signals that are
commonly used in deep face recognition [6]. The face identification
signal, which is achieved by K-way softmax layer, classifies each image
into one of the K candidate identified as follows.

∑L y p= − log( )I
i

K

i i
=1 (3)

where yi is the (weak) label, and pi is the prediction probability
distribution over K classes. The verification signal encourages the
extracted feature from the same class to be similar [6]. The common
loss function is

⎧
⎨
⎪⎪

⎩
⎪⎪

L
f f y

m f f y
=

1
2

∥ − ∥ if = 1

1
2

max(0, − ∥ − ∥) if = 0
V

i j ij

i j ij

2

2
(4)

where fi and fj are the deep feature vectors extracted from a pair of
images. y = 1ij means that fi and fj are from the same identity, where
the L2 distance between the deep feature vectors are minimized. y = 0ij
means different identity, where the distance between deep feature
vectors is required to larger than a margin m. As in DeepID2 [6],
DCMN utilizes a weighted sum to combine these two signals as follows.

L i L j λL i jmin ( ) + ( ) + ( , )I I V (5)

where λ is hyper-parameter.

5.2. DCMN architecture

The input to DCMN network is the RGB facial image of a size of
104×96 pixels. Inspired by recent progress on very deep network [35],
DCMN contains 9 layers, which are notably deeper than commonly
used models, such as Deepface and DeepID. One major difference is
that the penultimate layer is replaced by maxout layer. The aim is (1) to
learn robust and discriminative features by preserving negative re-
sponses, (2) to increase network multiplicity by resembling individual
networks. Each of the 7 convolutional layers is followed by a non-
linearities such as ReLU. Our model applies filters with a very small
3×3 receptive field to all convolutional layers, which learn to discrimi-
nate fine-grained facial structures. Then there is a Dropout [36] layer
with a 0.3 dropout-ratio followed Conv7. Spatial pooling is carried out
by three max-pooling layers, which follows some of the convolution
layers. The last layer is a joint K-way softmax layer and verification
supervisory signal is added to the maxout layer to learn a descriptor
discriminative to different identities while consistent for images of the
same subject. The maxout layer output which contains 1500 neural
units is taken as descriptor of input image. The structure of DCMN is
shown in Fig. 7.

Fig. 7. DCMN Architecture used in our experiment.
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It should be noted that the idea of using maxout unit for face
verification has been studied in [37]. The difference between our
DCMN and the maxout CNN in [37] comes from both the network
architecture and the usage of the maxout unit. Our DCMN applies
small-size kernels and deeper layers in the network, similar to the VGG
architecture. Maxout CNN uses large-size kernels and less layers,
similar to the Deepface architecture. Our DCMN applies the maxout
unit only in a fully connection layer, but Maxout CNN applies in both
the convolution layers and fully connection layers. In the following
experiment, we will compared the performance of these two maxout
networks.

5.3. Training details

Our DCMN network is trained using SGD(stochastic gradient
descent) with a mini-batches of 128 samples (64 pairs) with a
momentum of 0.9. To regularize our network, we apply popular weight
decay and set it to 0.0005. The dropout layer can also insist to
regularize our model with a rate of 0.3 outlined above. Then the
hyper-parameter marginm and λ are set to 1 and 0.01, respectively. We
set our learning rate to 0.01 at initial stage and then decrease it by
factor of 10 when the validation accuracy stops increasing. Overall, the
learning rate decreased four times throughout the learning process.

The initialization of the network weights is very important, since
traditional initialization procedure of random sampling from a
Gaussian distribution can hardly guide the model learning due to
instability of training examples and deep net. So we adopted the
“xavier” [38] initialization method. Considering the symmetry of hu-
man face, the input was randomly sampled and mirrored with 50%
probability during training.

6. Experimental results

As the de facto standard on the unconstrained face recognition,
LFW has largely promoted the research on feature descriptor, metric
learning [13], and deep learning. We examine some well-established
methods, and study the comparative performance between LFW and
the proposed FGLFW benchmark. This comparison helps us under-
stand how difficult fine-grained face verification is and how should we
work towards solving this task? Additional exploration on the human-
algorithm cooperative verification is also interesting for future re-
search.

6.1. Comparison on metric learning

The first experiment evaluates the metric learning approaches
designed for unconstrained face verification and successfully tested
on the LFW. The common objective of metric leaning is to learn a good
distance function to reduce the distance of positive pairs and enlarge
the distance of negative pairs at the same time. Specifically, we test
information theoretic metric learning(ITML) [39], Keep It Simple and
Straightforward Metric Learning (KISSME) [40], Sub-SML [41],
Support Vector Machine (SVM) [42], under image-restricted protocol,1

in which only the binary label of face pairs are available.
Two well-known handcrafted face descriptors, i.e. Local Binary

Patterns(LBP) [43] and Sparse Scale-Invariant Feature
Transform(SSIFT) [44], are used for the base of the comparison on
the metric learning. Specifically, we use the LFW-a images for extract-
ing 59-bin uniform pattern LBP histogram in each of the (8 × 15) non-
overlapping blocks of the facial image. The descriptor encoding of
SSIFT is provided by the authors of [44], which extracts 128 dimen-
sional SIFT descriptors at three scales centered on 9 points as SSIFT.

To reduce the dimension of SSIFT and LBP feature, they are projected
into a 300-dimensional PCA subspace before metric learning.

Mean verification accuracy and standard deviation of two feature
descriptors using four learned metrics under the image-restricted
protocol are listed in Table 1, with the corresponding ROC curves
shown in Fig. 8. SSIFT feature based Sub-SML method achieves the
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Fig. 8. The LFW vs. FGLFW ROC curves of various metric learning methods on (a)
SSIFT and (b) LBP descriptors. The accuracy losses of all learned metrics are serious
when transferring from LFW to FGLFW.

Table 1
Comparison of mean verification accuracy(%) on LFW dataset and FGLFW under image-
restricted setting.

Method LFW FGLFW

SVM(SSIFT) 79.03 ± 0.94 65.02 ± 1.50
SVM(LBP) 74.90 ± 1.57 63.87 ± 2.51
ITML(SSIFT) 81.55 ± 1.34 59.52 ± 2.40
ITML(LBP) 80.05 ± 1.82 64.48 ± 1.54
KISSME(SSIFT) 81.75 ± 1.92 61.28 ± 2.59
KISSME(LBP) 79.78 ± 2.18 65.43 ± 1.29
Sub-SML(SSIFT) 85.22 ± 1.19 65.83 ± 2.01
Sub-SML(LBP) 83.92 ± 2.04 67.88 ± 2.32

1 The source codes of ITML [39], KISSME [40], Sub-SML [41] are downloaded from
the authors’ websites. Default parameters in authors's codes for experiments.
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best mean accuracy 85.22% on LFW, but its accuracy deteriorates
severely to 65.83% on FGLFW. The accuracy is also down sharply for
the other three methods on both features. For instances, ITML with
SSIFT drops about 22%, and KISSME with SSIFT drops about 20%.

In general, all tested metric learning methods deteriorate seriously
when transferring from LFW to FGLFW, which reflects that fine-
grained face verification have universal difficulty for conventional
metric learning approaches. Inter-personal difference in FGLFW is
much smaller than that of LFW while the intra-class is the same. There
might be not any linearly separable direction for inter/intra-class
difference, conventional metric learning methods easily generate a
misleading results. New study on metric learning, especially the
nonlinear technique, should be conducted to address this problem,

6.2. Comparison on high-dimensional feature descriptors

Here we examine two well-known face descriptors, namely Fisher
Vector faces (FV) [45], high-dimensional LBP (HDLBP) [26], followed
by a Joint Bayesian (JB) [46] model to learn a discriminative metric.2

They apply principal components analysis (PCA) to first reduce this to
400 dimensions, followed by a Joint Bayesian (JB) [46] model to find a
discriminative metric.

Mean verification accuracy of two up-to-date face descriptors are
compared in Table 2, with the corresponding ROC curves shown in
Fig. 9. The two face descriptors perform similarly on LFW, but become
substantially different on FGLFW. This effect is visible in Fig. 9. On
FGLFW, high-dimensional LBP performed significantly better than
Fisher vector. Note that Fisher vector is a distributional descriptor
invariant to translation and distortion, but HDLBP is a localized
descriptor extracted at 27 facial landmarks and at five scales, which
is effectively characterize localized fine-grained details of human face.
The fine-grained description of HDLBP is not highlighted when inter-
personal difference is apparent (LFW), but become crucial when
recognizing the similarly-looking negative face pairs (FGLFW).

6.3. Comparison on deep learning approaches

Deep convolutional neural network trained by massive labeled
outside data have reported the best performance for LFW benchmark.
Besides the proposed DCMN, we also implemented three well-known
DCNNs for comparison, namely Deepface [47], DeepID2 [6], and VGG-
Face [48]. The hyperparameters of three networks are set according to
the original papers. CASIA-WebFace [16] database, which contains
about 10,000 subjects and 500,000 images, is used for the model
training of Deepface and DeepID2. The VGG-Face descriptors are
extracted using the off-the-shelf CNN model based on the VGG-Very-
Deep-16 CNN architecture as described in [48]. The comparative
accuracy is enumerated in Table 3, and the corresponding ROC curves
are shown in Fig. 10.

In general, the results show that the proposed DCMN performs
better than the VGG-Face, followed by the DeepID2 and Deepfaces.
The relatively low accuracy of DeepID2 and Deepfaces on FGLFW
indicates that large-size convolution kernels that may not suitable to
detect the fine-grained difference between similar faces. The proposed
DCMN achieves 98.03% on LFW closing to human-level performance,
but its accuracy still drops about 7% on FGLFW. Besides the premier
accuracy on both databases, the accuracy loss of DCMN from LFW to
FGLFW is much less than the other network. DCMN and VGG-Face
both use the small filters to detect the difference between similar faces.
The premier performance of DCMN on FGLFW may because the
maxout layer of DCMN is adaptive to handle multi-modal intra-class
variation (face poses) and, at the same time, the verification signal

Table 2
Comparsion of mean verification accuracy(%) on LFW dataset and FGLFW under image-
unrestricted setting with label-free outside data.

Method LFW FGLFW

Fisher Vector [45] 93.01 ± 1.17 73.52 ± 1.07
HDLBP [26] 92.11 ± 0.92 80.75 ± 2.01
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Fig. 9. The comparative LFW vs. FGLFW ROC curves of three state-of-the-art face
descriptors. The accuracy loss of Fisher vector is more serious than HDLBP and DCNN
when transferring from LFW to FGLFW.

Table 3
Comparison of mean verification accuracy(%) on LFW dataset and FGLFW under image-
unrestricted setting using labeled outside data.

Method # Train # Net LFW FGLFW

DeepFace [47] 0.5 M 1 92.87% 78.78%
DeepID2 [6] 0.5 M 1 95.00% 78.25%
VGG-Face [48] 2.6 M 1 96.70% 85.78%
DCMN 0.5 M 1 98.03% 91.00%
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Fig. 10. The comparative LFW vs. FGLFW ROC curves of four deep learning
approaches.2 The source code of Fisher vector face [45] are downloaded from the authors’

websites, Joint Bayesian [46] source code is download from https://github.com/MaoXu.

W. Deng et al. Pattern Recognition 66 (2017) 63–73

70



reduces the intra-class difference in each modality separately.
We also conducted contrast experiments to investigate the effec-

tiveness of the maxout unit. By replacing the maxout unit in the fully
connection layer with the commonly used the RELU unit, we observe
that the accuracy drops about 1.7% on the FGLFW experiment, as
shown in Fig. 11. We have also conducted contrast experiments that
show DCMN outperforms the maxout CNN of [37] by about 1.8%. This
suggests that the DCMN network with small-size kernels and deeper
layers may be more suitable for capture the fine-grained details. For a
fair comparison, we have trained and tested the maxout CNN model in
github3 on our aligned training and test image ensemble. Note that the
off-the-shelf feature files offered in the github can achieve similar
accuracy to DCMN, but these features are extracted from the authors’
own aligned face ensemble [37].

In summary, fine-grained face verification favors localized filters

and multi-modality analysis. The accuracy losses of DCMN from LFW
to FGLFW, i.e. 7%, is even smaller than human verification, i.e. 8%.
Applying deep learning technique to simulate the human fine-grained
inspect on localized facial features is an promising way to close the gap
between algorithm and human performance.

6.4. Exploration of human-algorithm partnership

According to our controlled human survey, there are about 8%
deliberate imposters that cannot be detected by human operators. The
final experiment explores a important issue on whether algorithms can
help human operators to improve fine-grained face verification perfor-
mance. We fuse the similarity scores of human and DCMN by a simple
weighed sum rule. As shown in Fig. 12, although the DCMN performs
worse than human operators, a simple score fusion of DCMN and
human boosts the accuracy from 92.03% to 95.60%, cutting the error
rate in comparison to the human verification by 44.79%
[(95.60−92.03)/(100−92.03)=0.4479]. This significant improvement
on accuracy suggest somewhat complementary ability on human and
algorithms.

It is unclear how human performs fine-grained face verification, but
the complementary result indicates human and deep neural network
may have different recognition mechanisms. On one hand, developing
human-like recognition network may further improve the performance
of deep learning. On the other hand, it is very possible to apply more
accurate algorithm to help human detect the 8% “successfully cheating”
imposters, and thus largely enhance current security of biometric
systems. With a sufficient number of “difficult” face pairs and a reliable
baseline of human verification, FGLFW would largely facilitate the the
study on human-algorithm partnership that may be crucial for real-
world application.

7. Summary

We have introduced a novel variant of the well-established LFW
database for developing face verification techniques: the Fine-Grained
Labeled Face in-the-Wild (FGLFW) collection. The main contributions
of the proposed challenge are: First, it provides researchers with a
large, challenging database of deliberate imposters from an uncon-
strained source, with 3000 pairs of human judged similarly-looking
faces. Second, our benchmarks focus on fine-grained face similarity,
rather than common face discrimination, and test the accuracy of this
binary classification based on training with never-before-seen faces.
The purpose of this is to gain a more principled understanding of what
makes faces different or similar in a fine-grained manner, rather than
learn the properties of particular faces. Finally, the benchmarks
described in this paper provide a unified testing protocol and an easy
means for evaluating the human verification performance and measur-
ing the effectiveness of Human-Algorithm Partnership.

We also tested the validity of our database by evaluating human
performance, as well as reporting baseline performance achieved by
using state-of-the-art face descriptors, metric learning and deep
learning approaches. Empirical results suggest that the FGLFW
database indeed provides new challenge current techniques. While
humans achieve 92% accuracy on our database, our proposed DCMN
yields around 91% success. Finally, we attempted to fuse the similarity
score from human and DCMN, and showed human-algorithm fusion
cuts the error rate by a half in comparison to the human verification.
This complementary ability clearly suggests that it is promising to
study the algorithms that enhance human's ability to recognize the
deliberate imposter.
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3 https://github.com/AlfredXiangWu/face_verification_experiment
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