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a b s t r a c t

On the small sample size problems such as appearance-based recognition, empirical studies have

shown that ICA projections have trivial effect on improving the recognition performance over whitened

PCA. However, what causes the ineffectiveness of ICA is still an open question. In this study, we find out

that this small sample size problem of ICA is caused by a special distributional phenomenon of the

high-dimensional whitened data: all data points are similarly distant, and nearly perpendicular to each

other. In this situation, ICA algorithms tend to extract the independent features simply by the

projections that isolate single or very few samples apart and congregate all other samples around

the origin, without any concern on the clustering structure. Our comparative study further shows that

the ICA projections usually produce misleading features, whose generalization ability is generally worse

than those derived by random projections. Thus, further selection of the ICA features is possibly

meaningless. To address the difficulty in pursuing low-dimensional features, we introduce a locality

pursuit approach which applies the locality preserving projections in the high-dimensional whitened

space. Experimental results show that the locality pursuit performs better than ICA and other

conventional approaches, such as Eigenfaces, Laplacianfaces, and Fisherfaces.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

In pattern classification, feature extraction is defined as a
mapping from a typically high-dimensional data space to space
of reduced dimension while preserving the class separability [1].
PCA and ICA are the two most widely used unsupervised feature
extraction techniques. PCA minimizes second-order dependency
of the input data to find the basis along which the data (when
projected onto them) have maximal variance. ICA minimizes both
second-order and higher-order dependencies to find the basis
along which the data are statistically independent. PCA is optimal
for gaussian signals only, because it neglects the extra informa-
tion contained in the higher-order statistics. In contrast, ICA uses
this higher-order statistical information and is good at describing
nonGaussian data.

In the area of appearance-based face recognition, Bartlett et al.
claimed that a lot of important information might be contained in
the high-order relationships among features (pixels) [2], and thus
ICA was commonly considered as a more powerful tool than PCA.
Several studies have been conducted for face recognition using
ICA algorithm, namely independent Gabor feature method [3], for
enhanced ICA by selecting PCA dimension [4]. ICA were also
combined with LDA for face recognition [5] and gender classifica-
tion [6]. Although most empirical studies [2–4] have claimed ICA

is better than PCA for feature extraction in the high-dimensional
classification system, some studies [7,8] reported contradictory
results.

In high-dimensional applications, the ICA pipeline actually
contains PCA process (for dimension reduction), whitening pro-
cess (for scale normalization), and pure ICA process.1 Yang et al.
used the ‘‘PCAþwhitening’’ (whitened PCA) as the baseline to
revaluate the ICA-based face recognition systems, and the experi-
mental results showed that the performance of ICA is nearly
identical to that of whitened PCA [13]. In other words, pure ICA
projection has trivial effect on the recognition performance. Based
on similar experimental results, Vicente et al. [14] further pointed
out that, if all the ICA projections are used, the feature vector
derived by ICA is just a rotation of the whitened data, which is
meaningless for classification. Therefore, the contradictory results
between PCA and ICA can be explained by the effect of whitening
process on different data sets. On many data sets, whitening
process is effective to improve PCA-based recognition perfor-
mance [15–18]. The studies used these data sets would report ICA
is better than PCA. In some other cases, however, whitening
process would lead to overfitting, hence it is not surprising that
ICA is inferior.
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1 Throughout this paper, we use FastICA as a representative of various ICA

algorithms. Previous studies have shown that the performance difference between

FastICA and other ICA implementations, such as Informax [9] and Common’s

algorithm [10], is not significant [11–13].
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The equivalence between ICA and whitened PCA is based on
the special condition that all the extracted ICA projections are
used for classification. In general, ICA is commonly considered a
variant of projection pursuit, and a subset of ICA projections can
be selected for classification. The usefulness of ICA projections for
pattern recognition is often illustrated by some toy samples like
Fig. 1, where the projection direction with maximum non
Gaussianity clearly highlight the clustered structure of the data.
The projection on the first principal component, on the other
hand, fails to show this structure. Hence, it is widely believed that
selecting a subset of the ICA projections for feature extraction can
significantly improve the classification performance [14]. How-
ever, the low-dimensional examples like Fig. 1 are not sufficient
to verify the effectiveness of ICA on the high-dimensional appli-
cations such as the appearance-based recognition, because the
high-dimensional data have fundamentally different distribution
property from the low dimensional ones.

In this paper, we reveal a small sample size problem of ICA: For
the high-dimensional data sets, ICA algorithms tend to extract the
independent features simply by the projections that isolate single
or very few samples apart and congregate all other samples
around the origin, without any concern on the clustering struc-
ture. To address the difficulty in pursuing low-dimensional
features, we introduce two alternative approaches: random pur-
suit and locality pursuit (LP). Further, we perform a comparative
study on ICA, random pursuit, locality pursuit, as well as other

state-of-the art dimension reduction methods. Specifically, the
contributions of this paper are as follows:

1. We justify that under small sample size condition, the pairwise

distances of the high-dimensional whitened data points are

identical. In other words, the whitening procedure can strictly
uniform the pairwise distance between samples, regardless of
the intrinsic distribution of the data. As illustrated in Fig. 2,
there are three images in the high-dimensional space, and the
whitening process maps them onto the vertexes of a equilat-
eral triangle. This finding of the equaldistant whitened space

unveils a special property of the whitening procedure in the
small sample size situation, which brings a new understanding
of whitening process beyond the data scaling.

2. We show that the failure of ICA roots from the similarly distant
data distribution in the high-dimensional whitened space,
where the non-Gaussianity measures of ICA tends to derive
the projection directions that isolate a very small number of
(even one) data point apart and collapse the others near the
origin. To convictively evaluate the applicability of ICA projec-
tions, we apply a random projections based algorithm as the
baseline, and empirically find that the ICA projections are less

discriminative than the random projections in the high-dimen-

sional whitened space, which indicates that the ICA model is
somehow misleading (worse than random) for high-dimen-
sional classification problems.
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Fig. 1. An illustration of projection pursuit and the ‘‘interestingness’’ of non-Gaussian projections. The data in this figure is clearly divided into two clusters. However, the

principal component, i.e. the direction of maximum variance, provides no separation between the clusters. In contrast, the strongly non-Gaussian projection pursuit

direction provides optimal separation of the clusters. (a) Projection directions of PCA and ICA. (b) PCA projections. (c) ICA projections.

Fig. 2. Illustration of the high-dimensional whitening. The whitening has an unique effects on the high-dimensional data: uniforming the pairwise distance.
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3. We introduce a locality pursuit method which applies the
locality preserving criterion [19] to seek the classification-
oriented projections in the high-dimensional whitened space.
To address the distance concentration problem, we further
propose a generalized heat kernel, which extends the L2

distance metric of the heat kernel to the Lf distance metrics
(f can be any positive number), to weight the pairwise distance
in the locality measure. Experimental results show that the
generalized heat kernel weights can improve the recognition
performance.

We conduct a comparative study on appearance-based recogni-
tion using the FERET (face), AR (face), COIL-20 (object) and USPS
(handwriting digit) data sets, which show the locality criterion is
much better than the non-Gaussianity criterion in terms of both
the computational efficiency and the recognition accuracy. In
particular, on all the data sets, LP outperforms ICA by a margin of
10%–60% when using low-dimensional features. On the face data
sets, the superiority of the LP algorithm over the manifold-based
methods such as Laplacianfaces and UDP is shown by both the
better recognition accuracy with lower feature dimension, and
the stability against varying neighborhood size. Moreover, its
performance is even comparable to the supervised feature extrac-
tion methods such as Fisherfaces, Enhanced FLD Model, Direct-
LDA, Null-space LDA and LDA/GSVD.

The remainder of the paper is organized as follows. Section 2
studies the distributional properties of the high-dimensional
whitened data. Section 3 explains why the ICA model is not
applicable to the classification problems. Section 4 details the LP
algorithm and discusses its differences with the manifold-based
methods. Section 5 compares ICA and the LP algorithm on the
face, object and digit recognition tasks. Finally, Section 6 con-
cludes this paper.

2. High-dimensional whitening: beyond data scaling

Whitening is a data preprocessing method that takes the form
of a linear transformation considering both the data scale and
the correlations amongst the variables. A zero-mean random
vector is said to be white if its elements are uncorrelated and
have unit variance. Hence, the whitening transformation is
usually performed by first decorrelating the data using PCA and
then scaling each principal direction to uniform the spread of the
data. The more complex whitening, also called whitened PCA,
involves reduction of the data dimensionality in the PCA stage,
which may lead to better performance by reducing the noisy
components.

2.1. SVD based high-dimensional whitening

Let X ¼ ½x1,x2, . . . ,xn�ARm�n be the data matrix, and the cen-
tered data matrix can be expressed as follows:bX ¼ XðIn�ð1=nÞ1n1T

nÞ ð1Þ

where InARn�n is an identical matrix, and 1nARn�1 is a vector
with all elements of 1. A basic assumption of our study is that the
n data points in the data matrix XAR are linear independent, and
thus we have rank(X)¼n and rankðbX Þ ¼ n�1. The assumption is
commonly made on the small sample size problems, and Ye [20]
has shown that this assumption is satisfied on the various high-
dimensional data sets, such as images, texts, and microarrays,
when the data dimensionality is much larger than the sample
size, i.e. m4n.

For the high-dimensional data, whitening transformation can be
performed efficiently by compact singular value decomposition (SVD)

on the centered data matrix [14]. Suppose the compact SVD of bX isbX ¼ XðIn�ð1=nÞ1n1T
nÞ ¼UDVT

ð2Þ

where DARðn�1Þ�ðn�1Þ is the diagonal matrix with the non-zero
singular values as diagonal elements, and the columns of
UARm�ðn�1Þ and V ARn�ðn�1Þ are the corresponding left and right
singular vectors, respectively. The whitened data matrix ~X can be
derived directly from the compact SVD as follows:

~X ¼ VT
¼D�1UT bX ð3Þ

Hence, the columns of VT
¼ ½v1,v2, . . . ,vn�ARðn�1Þ�n are the whi-

tened sample vectors.

2.2. The equaldistant whitened space

Theorem 2.1 (Equaldistant Whitened Space). Assuming the n sam-

ple vectors are linearly dependent, the n�1 dimensional whitened

sample vectors are equally distant.

Proof. According to the properties of SVD [21], the range (col-

umn) space of bX T
is the n�1 dimensional subspace spanned by

the columns of V, i.e.

ranðbX T
Þ ¼ spanðVÞ ð4Þ

Meanwhile, in light of the basic linear algebra [22], the range

space of bX T
equals the orthogonal complement of the null space of

the bX , i.e.

ranðbX T
Þ ¼ nullðbX Þ? ð5Þ

Combining (4) and (5), we have

spanðVÞ ¼ nullðbX Þ? ð6Þ

On one hand, nullðbX Þ ¼ spanf1T
ng due to fx9bXx¼ 0g ¼ fx¼ 1T

ng, and

thus the orthogonal projection onto nullðbX Þ is

P1 ¼ xðxT xÞ�1x¼ ð1=nÞ1n1T
n . On the other hand, in light of the

property of SVD with VTV¼ I, the matrix P2 ¼ VðVT VÞ�1VT
¼ VVT

is the orthogonal projection onto span(V). Note that the orthogo-

nal projection onto a subspace is unique. Since spanðVÞ ¼ nullð ~X Þ?,
we have P2 ¼ I�P1, i.e.

VVT
¼ I�ð1=nÞ1n1T

n ð7Þ

The matrix VVT characterizes the geometry of the whitened

sample vectors. Specifically, the inner product of any two whi-

tened vectors can be calculated as follows:

vT
i vj ¼

1�
1

n
if i¼ j ðdiagonal element of VVT

Þ

�
1

n
if ia j ðnon-diagonal element of VVT

Þ

8>><>>: ð8Þ

In light of the above property, we can easily find that the length of

any whitened vector is

JviJ2 ¼

ffiffiffiffiffiffiffiffiffiffi
vT

i vi

q
¼

ffiffiffiffiffiffiffiffiffiffiffi
1�

1

n

r
ð9Þ

The angle between two whitened vectors is

+ðvi,vjÞ ¼ arccos
vT

i vj

JviJJvjJ

 !
¼ arccos �

1

n�1

� �
ð10Þ

Since the number of samples n is usually large, the whitened

vectors are nearly perpendicular to each other. The Euclidean
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Fig. 3. The histogram of the pairwise distances between the 600 FERET facial images in varying dimensional whitened PCA space. (a) 100 dimensions. (b) 200 dimensions.

(c) 599 dimensions.
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Fig. 4. The histogram of the pairwise distances between the 600 FERET facial images in varying dimensional whitened PCA space, when the whitened data vectors are

normalized to unit length. (a) 100 dimensions. (b) 200 dimensions. (c) 599 dimensions.

W. Deng et al. / Pattern Recognition 45 (2012) 4438–4450 4441



Author's personal copy

distance between two points vi and vj can be computed as

Jvi�vjJ2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvi�vjÞ

T
ðvi�vjÞ

q
¼

ffiffiffi
2
p

& ð11Þ

Surprisingly, our justification shows that the data distribution
in the undersampled whitened space is determinated, regardless
of the original data distribution in the observation space. In the
n�1 dimensional whitened space, the pairwise distance between
any two of the n samples is

ffiffiffi
2
p

. Because all pairwise distances are
the same, the whitened data lie at the vertices of an regular

simplex. Fig. 2 illustrates an example where n¼3.

2.3. Reduced-dimensional whitened PCA space

As the number of training samples increases, some high-
dimensional data may become nearly dependent, and thus the
trivial singular values often characterize the noisy components.
Hence, it is a common practice for whitened PCA to retain a data
dimension lower than n�1 by discarding the directions with too
small variance [4]. In this situation, the pairwise distances
between the whitened samples are not identical, but similar to
each other. As evidence, we collect 600 FERET images of 200
persons (those used in [3,23,17]) to measure the characteristic of
pairwise distances in the reduced-dimensional whitened space,
and the results are showed in Fig. 3. We have reduce the
dimensionality of a set 600 facial images (Gabor feature vectors)
from 10,420 to 599, 200, 100, and 50 respectively, using SVD and

measured the histograms of the pairwise distances of the whi-
tened vectors. As shown in Fig. 3(a), when the dimension is 599,
i.e. n�1, the histogram forms an impulsion at the distance

ffiffiffi
2
p

.
When the dimension is lower than 599, the distances still
distribute in a narrow extent, suggesting the pairwise distances
between the reduced-dimensional whitened samples are similar.
To test the angles between whitened pattern vector, we normal-
ize them to unit length and measure the histogram of pairwise
distance again. Fig. 4 shows that their pairwise distances are all
near

ffiffiffi
2
p

, which suggests that all the whitened sample vectors are
nearly perpendicular to each other. Our previous study have
shown that the cosine similarity measure based NN classifier
within the whitened space can achieve 100% accuracy on this
standard data set [17], when the dimensionality of the whitened
space is higher than 200.

Remark 2.2. In the high-dimensional whitened space, the sample
vectors tend to be similarly distant, and nearly perpendicular to
each other.

As the increase in the training data size, the dimensionality of the
whitened PCA space must be increased in order to preserve enough
information for accurate classification. High feature dimensionality
would inevitably induce the efficiency and over-fitting problems in
the classification stage. To address this limitation, a common way is
to search for lower dimensional feature code with enhanced dis-
criminatory power, i.e. feature extraction. Note that, although feature
extraction itself has been intensively studied, feature extraction
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Fig. 5. 2D scatter plots of 100 face images of five individuals. (a) the original 100 images. (b,c,d) the scatter plots of the first six features sought by maximum non-

Gaussianity criterion. (e) An image is represented by a linear combination of the six ICA projection bases shown in an image form. (a) 100 images of five persons. (b) 1,2.
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within the high-dimensional whitened space, where the data points
are similarly distant, is a rather new and interesting issue, which
motivates us to conduct this study. In the rest of this paper, we will
study such a special feature extraction problem by first pointing out
the limitations of ICA, and then proposing a better method.

3. A critique on high-dimensional ICA

Why does ICA fail in the high-dimensional whitened space? In
light of Remark 2.2, it is clear that the data distribution of the
high-dimensional whitened space is totally different from that of
the low-dimensional space. The ICA is effective for low-dimen-
sional data classification because the non-Gaussianity of the low-
dimensional data often relates to the multimodal structures. In
contrast, in the high-dimensional whitened space, the relative
separation of points vanishes as the pairwise distances concen-
trate. Since the data do not display any multimodal structure at
all, the non-Gaussianity, as well as the ICA model, breaks down
inevitably.

The measures of non-Gaussianity, such as the kurtosis and
negentropy, depend primarily on the high-order moment of the
data, and thus emphasize the tails of the distribution. When the
feature space is very sparse, the tails of distribution are corre-
sponding to the isolated samples that are projected far from the
origin, because a very small number of isolated points induces
very large high-order statistics. Therefore, non-Gaussianity criter-
ion favors the directions on which a very small number, even
single, data points is isolated far from the origin, and simulta-
neously the others are near the origin. The total data variance is
constrained to 1 in the whitened space, and the data variance on
this direction is mainly caused by the isolated point.

To provide a convincible evidence, we collect 100 images of five
persons from the AR database with different facial expression, lighting
conditions, and occlusions, as shown in Fig. 5(a). The PCA is first
applied to reduce the dimension from 16,384 (128�128 pixels) to
50, followed by the whitening process. Then, we seek the maximum
non-Gaussianity directions using the FastICA [24] with kurtosis based
non-Gaussianity measure. As shown in 5(b,c,d), all the first six ICA
projections collapse 99 images together, leaving one single image far
apart. Numerically, on each projection direction, the distance between
the isolated image and the origin is about 10, which suggests that the
variance of the 100 images, i.e. varðyÞ � 102=100¼ 1, is mainly
caused by the isolated image. At the same time, the high-order
statistics of the projected data is maximized by a single isolated
image, e.g. kurtðyÞ � 104=100¼ 100. It is clear that such a low-
dimensional ICA representation is not appropriate for subsequent
classification.

Interestingly, this limitation of ICA can also be visually
perceived by its projection basis images. As shown in Fig. 5(e),
the ICA bases tend to describe the characteristic of a specific facial
image, rather than that of a specific face (class). Indeed, such ICA
projection tends to generate the sparse factorial representation,
where most extracted features (projected coordinates) are zeros.
However, the features extracted by such bases are not appropriate
for recognition, because they are only effective to discriminate a
certain (training) image from the others. Actually, similar ICA
basis images have already been demonstrated in many other
studies such as [2,13], but they have not been aware of the ICA
limitation discussed above.

It is well known that the higher-order statistics can be applied
in a more robust way by using the nonlinear hyperbolic tangent
function tanhðyÞ, whose values always lie in the interval (�1,1),
or some other nonlinearity that grows slower than linearly with
its argument value, such as y expð�y2=2Þ [25]. Unfortunately, we
found that in high-dimensional space these contrast functions
derive similarly overfitting results as the kurtosis in most cases.
Some exceptions are shown in Fig. 6, which are still not appro-
priate for classification. The rationale behind this limitation is
simple. Roughly speaking, every point seems to be a outlier when the

data points are similarly distant. Although some robust estimators
address the situation where a small proportion of data are
outliers, they cannot handle the high-dimensional whitened
space where every data point seems to be the outlier.

4. Alternative approaches: random pursuit and locality
pursuit

Previous section has shown that ICA fails in the high-dimen-
sional applications where the whitened data points are similarly
distant. This section introduces two alterative approaches, which
is fundamentally different from ICA, to pursue low-dimensional
discriminative projections. The alternative approaches are based
on the assumption as follows.

Assumption 1. In the high-dimensional whitened space, the
relatively close data points tend to belong to the same class.

4.1. Random pursuit: random projections in whitened space

Random projection (RP) [26,27] refers to the technique of
projecting a set of points from a high-dimensional space to a
randomly chosen low-dimensional subspace. Random projections
have also played a central role in providing feasible solutions to
the well-known Johnson–Lindenstrauss (JL) lemma [26], which
states that a point set in a high-dimensional Euclidean space can
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Fig. 6. Some results derived by the robust estimators of ICA. (a) GðyÞ ¼ tanhðyÞ (b) GðuÞ ¼ y expð�y2=2Þ.
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be mapped down onto a space of dimension logarithmic in the
number of points, such that the distances between the points are
approximately preserved. If Assumption 1 holds in the whitened
space, it is possible that the recognition performance in a
randomly chosen low-dimensional subspace may be similar to
that in the high-dimensional space.

In this study, we apply random projections as a standard
baseline to evaluate the ‘‘feasibility’’ of ICA projections. Certainly,
one could compare ICA with other state-of-the-art feature extrac-
tion algorithms. However, even if ICA performs worse with a
certain number of features, one may still argue that ICA may be
useful in the sense that it can be improved by some normalization
or feature selection procedures [5,28,14]. To eliminate this pos-
sibility, a good baseline may be the random projections.
Obviously, if ICA can outperform the random projections, it could
be considered useful; otherwise, one can infer that ICA is
ineffective, since it just generates some misleading (worse than
random) projection directions for the classification problems.

In our study, the entries of the random projections matrix
RpARp�p are computed as follows2: (1) each entry of the matrix is
an i.d.d. N(0,1) value; (2) Orthogonalize the p columns of the
matrix using Gram–Schmidt algorithm; (3) Normalize the col-
umns of the matrix to unit length.

4.2. Locality pursuit: Locality preserving projections in whitened

space

Based on Assumption 1, a desirable projection criterion might
be formulated by pairwise distances among the neighboring
points, rather than the global statistics of all points. By seeking
the projection direction that concentrates the neighboring points
together, the similarly distant points may become well clustered
on the projected line. Let Nkð ~xiÞ be the set of the k nearest
neighbors of ~xi. The affinity matrix of the neighborhood graph is
commonly defined as

Aij ¼
kð ~xi, ~xjÞ if ~xiANkð ~xjÞ or ~xjANkð ~xiÞ

0 otherwise

�
ð12Þ

where kð ~xi, ~xjÞ is the function that measures the affinity between
~xi and ~xj, such as the binary function and heat kernel (radial basis)
function. Cosine similarity measure is applied to search for the
nearest neighbors as suggested in [29,17]. The projection of
mapping the neighboring points together is well defined by the
locality preserving criterion [19] as follows:

wopt ¼ arg min
w

wT ~XL ~X
T
w, s:t: wT w¼ 1 ð13Þ

where ~X is the whitened data matrix and L is the Laplacian matrix
of the neighborhood graph. Note that the norm constrain wT w¼ 1
is equivalent to the global scatter constrain wT ~X

T ~Xw¼ 1 in the
whitened space. The optimization problem can be solved by
computing the eigenvectors of matrix ~XL ~X

T
corresponding to

the smallest eigenvalues.
As the manifold structure of data is largely demolished during the

whitening process, the low-dimensional embedding by locality pur-
suit is fundamentally different from those of conventional manifold
analysis methods, such as LPP [19] and UDP [30]. As evidence, Fig. 7
demonstrates several two-dimensional manifold structures of the 100
facial images of five subjects. As shown in (a) and (b), LPP/UDP indeed
discovers the local structures of the face space, but these structures
are mostly corresponding to the distinct groups of expression, light-
ing, and wearing, rather than distinct face identity. In contrast,
measured in the whitened PCA space, multi-modality structure in
(c) recovered by the LP algorithm corresponds to the face identity
directly. Clearly, the low-dimensional space derived by LP would be
more appropriate for the classification purpose.

Moreover, locality preserving criterion provides a natural rank
of the discrimination power of the extracted features [31].
Applying the locality preserving criterion (13) to the whitened
feature vectors of the 100 AR images, we get the six optimal
projections that are shown in Fig. 8. As expected, the features
extracted by locality concentrating criterion is much more separ-
able than those by ICA (shown in Fig. 5(b)–(d)). In Fig. 8, as the
value of w ~XL ~X

T
w increasing from ‘‘LP1’’ to ‘‘LP6’’, and the five

faces (classes) become less and less compact from (a) to (c). In
light of this ranking, a small proportion of features could be
selected for the efficient recognition purposes.

In the high-dimensional whitened space, the L2 distance
metric between any two points would become very similar.
Hence, the commonly used ‘‘heat kernel’’ weights might become
nearly identical for all neighboring points, which makes its
performance similar to that of the binary weights. Aggarwal
et al. have justified that Lf distance metric with f Að0;2Þ provide
larger distance contrast than the L2 distance metric [32]. Inspired
by this property, we generalize the L2 norm of the heat kernel to Lf

norm where f is any positive number, i.e.

kðxi,xjÞ ¼ exp½�Lf ðxi,xjÞ=s� ð14Þ

where Lf ðxi,xjÞ ¼
Pp

d ¼ 1 9x
ðdÞ
i �xðdÞj 9f

, and s is the scaling factor.
Obviously, the commonly used heat kernel is a special case of
the generalized heat kernel with f¼2.

5. Experiments

In this section, we evaluate the feasibility of ICA (FastICA)
algorithm and the effectiveness of the locality pursuit algorithm
on the high-dimensional classification problems, using the

LPP1

LP
P

2

UDP1

U
D

P
2

LP1

LP
2

Fig. 7. The dramatical difference between manifold-based methods (LPP/UDP) and LP on face visualization: The scatter plots of 100 AR images of five persons (classes)

derived by LPP, UDP, and LP, respectively, with different symbols representing the images of different persons. (a) LPP. (b) UDP. (c) LP.

2 In our implementation, the matrix Rp is generated simply by a single Matlab

script Rp¼orth(rand(p));
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random pursuit as the baseline. We also perform a comparative
study on state-of-the-art feature extraction algorithms for the
face recognition task.

5.1. Comparison of ICA, random pursuit, and locality pursuit

We compare ICA with RP and LP on the face, object, and
handwriting recognition tasks. For face recognition, we employ
the AR and FERET databases. The AR data set contains 100 persons
and each person has 10 frontal face images taken in different
facial expressions, illuminations, and occlusion. The FERET data
set includes 1400 images of 200 individuals with seven images
per person with variations in facial expression, illumination and
pose. The 10,240 dimensional Gabor feature is used for represen-
tation, using the extraction procedure in [18]. For object recogni-
tion, we use the Columbia Object Image Library (COIL-20)
database, which contains 1440 gray-scale images of 20 objects.
We randomly choose 20 images of each object for training, and
remaining 52 images for testing. For the digit recognition, we use
the USPS data set which contains handwritten digit images of a
resolution 16�16. We randomly select 20 and 50 images for
training and testing, respectively. The gray value of the pixel is
directly used as features, generating a feature vector with the
dimensionality of 16,384 and 256 for object and digit, respec-
tively. Fig. 9 shows the example images of the four data sets, and
Table 1 summarizes the experimental settings. For all data sets,
we conduct the hand out procedure 10 times, and the perfor-
mance is compared in terms of the average recognition rate.

For all data sets, PCA is first applied to reduce the feature
dimension to p. ICA and LP are then fairly compared in the same
PCA subspace. ICA, implemented by the FastICA algorithm, has
been evaluated using three contrast functions: G1ðuÞ ¼ u3,
G2ðuÞ ¼ tanhðuÞ, and G3ðuÞ ¼ u expð�u2=2Þ. The results of different
contrast functions are almost identical (typically smaller than 1%),
and we reported the best result achieved. For the LP methods, we
empirically set k¼1 for the face data sets, and k¼3 for the object
and digit data sets. The ‘‘goodness’’ of different feature spaces are
evaluated in terms of the classification accuracy of the nearest
neighbor classifier, using Euclidean distance measure (Ed) and
cosine similarity measure (Cos), respectively. Fig. 10 shows their
comparative recognition accuracy at the dimension of 5,10,15,20,
and p. The results reveal a number of interesting observations:

1. The accuracies of ICA, RP and LP are identical when the feature
dimension is p. This is because ICA, RP, and LP pursue
orthogonal basis in the p dimensional whitened PCA space.

LP1

LP
2

LP3

LP
4

LP5

LP
6

Fig. 8. 2D scatter plots of 100 face images of five individuals. (a,b,c) the scatter plots of the first six features sought by locality pursuit. In the scatter plots, different

symbols representing the images of different persons.

Fig. 9. Example images used in our experiments. (a) The ten images of one person marked ‘‘a’’–‘‘j’’ in the AR database. We discard the images with sun glasses since they

are difficult to accurately align (normalize) even by manual labelling. (b) The seven images of a person marked by ‘‘ba,’’ ‘‘bj,’’, ‘‘bk,’’, ‘‘be’’, ‘‘bf’’, ‘‘bd’’, ‘‘bg’’ in the FERET

database. (c) COIL-20 data set. (d) USPS data set.

Table 1
Best recognition accuracy using different unsupervised feature extraction methods

and corresponding feature dimensions. The number in the bracket indicates the

optimal feature dimension.

Dataset #Class #Train/Test Feature Dim. PCA Dim (p)

AR 100 5/5 Gabor 10 240 200

FERET 200 4/3 Gabor 10 240 200

COIL-20 20 20/52 Pixel 16 384 100

USPS 10 20/50 Pixel 256 50
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When all p bases are used, all the three methods perform only
a axes rotation of the whitened PCA space, and thus do not
change the recognition performance at all [14].

2. If the reduced number of bases are used, the accuracies of the
three methods differ to a large extent: LP performs much
better than the RP baseline, followed by ICA. Based on the
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Fig. 10. Comparative performance of ICA, Random Projection (RP) and Locality Projections (LP) using different number of projection directions. The classification is

performed by nearest-neighbor classifier using Euclidean (Ed) and cosine similarity measure (Cos) respectively. The average accuracy from 10 runs are plotted a function of

the projection dimension. (a) AR(Ed). (b) AR(Cos). (c) FERET(Ed). (d) FERET(Cos). (e) COIL(Ed). (f) COIL(Cos). (g) USPS(Ed). (h) USPS(Cos).
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result that ICA is significantly worse than the random projec-
tion method on all data sets, we can infer that the non-
Gaussianity measure of ICA might be a misleading criterion
on the low-dimensional representation for classification.

3. At the low feature dimensions such as 20, the LP method
outperforms ICA methods by a margin of 10%–60%. The large
performance margins clearly suggest the superiority of the
locality measure over the non-Gaussianity measure for the
classification purpose. In particular, the 20 dimensional LP
features achieve similar performance to the full p dimensional
whitened features. This indicates that the LP method can
preserve the class separability while largely reducing the
feature dimension.

Besides the recognition performance using low-dimensional
features, we also compare ICA and LP in terms of the best
accuracy achieved. Table 2 summarizes the best accuracy
achieved by ICA and LP and the corresponding optimal feature
dimension searched from 5 to p with an interval of 5. One can see
from the Table that the LP method not only achieves better
accuracy but also uses lower feature dimension than ICA on all
the four data sets. Moreover, the training speed of LP algorithm is
faster than ICA by over one magnitude in all experiments, even
though we have used the FastICA implementation, which is
regarded as the fastest ICA algorithm. Therefore, in terms of both
recognition accuracy and computational efficiency, our experi-
mental results clearly show the LP algorithm is a better choice for
feature extraction.

5.2. Effectiveness of the generalized heat kernel

Previous experiments have verified the effectiveness of the LP
algorithm using binary weights for the simplicity of parameter
settings. This set of experiments further evaluates the LP algo-
rithm with the proposed generalized heat kernel. For the compar-
ison purpose, we use the heat kernel weights as the baseline,
which is a special case of the generalized heat kernel with f¼2.
Since cosine similarity measure based NN classifier is better than
Euclidean distance on all data sets, we therefore report the results
based on the cosine similarity measure based NN classifier. Fig. 11
shows the recognition performance of LP method with heat kernel
weights and generalized heat kernel weights. For fair comparison,
both heat kernel weights and generalized heat kernel weights are
with s¼ 1. The generalized heat kernel is tested using f¼1, f¼0.9,
and f¼0.8. One can see from the figure that (1) Comparing to the
results of binary weights in Fig. 10, the effect of the heat kernel
weights is not significant for the LP algorithm. This may because
the data points are similarly distant, and the heat kernel weights
are almost equivalent to the binary weights. (2) The generalized
heat kernel weights perform better than the heat kernel in all the
four recognition tasks, which clearly suggests the Lf distance
metric with f Að0;2Þ is a more effective metric to measure the
proximity than the L2 distance metric.

The advantage of generalized heat kernel is most significant in
the object recognition (COIL-20) task, where the recognition

accuracy is improved by 6%–15%. The highest accuracy of binary
weight based LP is 93.25% using 40 features (See Table 2). In
contrast, the accuracy reaches to 96% using only 15 features when
the neighborhood graph is weighted by the generalized heat
kernel with f¼0.8. This comparative result indicates that LP
algorithm with generalized heat kernel can derive a more com-
pact and efficient feature space than those of binary weights and
heat kernel weights.

5.3. Further experiments on face recognition

In face recognition community, the locality measure based
feature extraction methods such as Laplacianfaces (LPP) and UDP
have reported excellent performance [19,30]. It is interesting to
compare them with locality pursuit. For the fair comparison and
the simplicity of parameter selection, the neighborhood graphs of
all three methods are weighted by 0/1 value, and the number of
neighbors is set to {1,2,y, l�1}, where l is the number of training
samples per class. All the three methods perform better with the
cosine similarity measure than the Euclidean distance. We there-
fore compare their performance using the cosine similarity
measure based nearest neighbor classifier.

Fig. 12 summarizes the comparative performance of the LPP,
UDP and LP algorithms using different local neighborhood size k.
The recognition rates of LPP and UDP are nearly identical at any
projected dimension, which is consistent with our previous
comment paper [33]. On both data sets, LP significantly outper-
forms LPP/UDP, especially when the feature dimension is low.
Moreover, the performance of LP is not largely affected by the
locality parameter, which indicates the local structure of the
whitened space is stable across different numbers of preserved
neighbors. In contrast, LPP/UDP perform unstably across different
neighborhood size. Through integrating the high-dimensional
whitening process and locality measure, the LP algorithm sig-
nificantly improves the accuracy and stability of the manifold
based methods.

Finally, we perform a comparative study on 10 state-of-the-art
feature extraction algorithms, including

� Fisherfaces [34]
� Gabor-Fisher Classifier [23]
� Null-Space LDA [35]
� Direct LDA [36]
� LDA/GSVD [37]
� ICA-II [2]
� Laplacianfaces [19]
� Unsupervised Discriminant Projections [30]
� Whitened Cosine Similarity Measure [29]
� Locality Pursuits

The first five are supervised feature extraction methods that aims
to generalize LDA in the small sample size problem, and the
remaining four are unsupervised methods that are effective for
face recognition. For all the two-stage methods except Fish-
erfaces, the intermediate PCA dimension is set to 200 for the fair

Table 2
Best recognition accuracy of ICA and LP methods and corresponding feature dimensions. The number in the bracket indicates the optimal feature dimension.

Data Euclidean distance measure Cosine similarity measure

ICA(opt) LP(opt) ICA(opt) LP(opt)

AR 93.9470.74(190) 94.0270.97(105) 93.3670.90(185) 95.2470.63(70)

FERET 90.1870.93(200) 91.9070.97(95) 92.3070.51(150) 96.5770.46(65)

COIL 85.8971.41(100) 90.2671.25(65) 92.3171.21(95) 93.2571.21(40)

USPS 74.6373.37(40) 77.9072.67(25) 76.9373.41(50) 78.1773.40(35)
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comparison. The nearest neighbor classification is applied to
evaluate the effectiveness of the low-dimensional feature space
derived by the algorithms, and all the 10 methods perform better
with the cosine similarity measure than the Euclidean distance.
We therefore compare their performance using the cosine

similarity measure based nearest neighbor classifier. Average
recognition rate of 10 random training/test partitions is reported.

Fig. 13 shows the comparative face recognition performance,
and one can see from the figure that generalized LDA algorithms
perform better than the unsupervised ones in general. When the
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Fig. 11. The recognition performance of LP method with heat kernel weights and generalized heat kernel weights. The generalized heat kernel is tested using f¼1, f¼0.9,

and f¼0.8. (a) AR data set. (b) FERET data set. (c) COIL data set. (d) USPS data set.
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feature dimension is low, Null-space LDA yields significantly
better accuracy than other competing methods. As the dimension
increasing, the performance of all supervised methods become
similar. This phenomenon may be because that the face classes
resides in some linear class-specific structures, and well clustered
feature space can be derived by many approaches given a
sufficiently high dimension. For supervised feature extraction,
Laplacianfaces and UDP perform better than whitened PCA
followed by ICA. The accuracy of whitened cosine similarity
measure reaches to 85%–90% when the dimension is 100, sug-
gesting that Assumption 1 is roughly fulfilled in the whitened PCA
space. Locality pursuit outperforms all other unsupervised meth-
ods, and the accuracy gain is huge when the dimension is low.

Surprisingly, locality pursuit obtains competitive performance
with the generalized LDA algorithms. This high performance can
be directly explained by the subsequent combination of whitened
PCA and locality measure, both which are known to be effective
for face recognition. Furthermore, based on the link to Vapnik’s
statistical learning theory, the rationale behind locality pursuit
could be much deeper. In lighting of Theorem 2.1, the optimality
of whitened PCA space can be interpreted by Vapnik’s statistical
learning theory [38] (page 353), which proofs that the minimum
margin over all dichotomies of krn points contained in a sphere
in Rn�1 can be maximized by placing these points on a regular
simplex whose vertices lie on the surface of the sphere. Consider-
ing all dichotomies of one class (with k samples) and the rest
classes, the full-dimensional whitened PCA space is an optimal
feature space that maximizes the minimum one-against-the-rest
margin between the classes. The reduced-dimensional whitened
space is approximately optimal in light of Remark 1. At the same
time, since sample vectors are nearly perpendicular to each other
in the whitened space, the directions of intraclass differences and
interclass margin tends to be uncorrelated. The projection direc-
tions that congregate the neighboring samples of the same class
would simultaneously preserve the margins between classes. In
this perspective, if Assumption 1 holds, locality pursuit is an
unsupervised margin-preserving feature extraction method.

6. Conclusions

This paper studies the unsupervised feature extraction pro-
blem in high-dimensional whitened space, where the sample

vectors display a special distributional phenomenon: they tend
to be similarly distant, and perpendicular to each other. This
newly found phenomenon on one hand benefits the one-sample
pattern recognition problem, but on the other hand makes the
subsequent feature extraction difficult. For instance, with this
distributional property, the widely used ICA methods tend to
extract the independent features simply by the projections that
isolate single or very few samples apart and congregate all other
samples around the origin, without any concern on the clustering
structure. Our study further shows that ICA produces misleading
features, whose generalization ability is almost always worse
than those derived by random projections. To address this
limitation, we suggest to apply the locality-based measures to
pursues low-dimensional features in the whitened space. Experi-
mental results show that the proposed ‘‘locality projections’’
method outperforms ICA by a large margin in various pattern
recognition tasks. Moreover, the performance of locality projec-
tions can be further improved by a novel generalized heat kernel
that effectively characterizes the neighborhood graph of the high-
dimensional data points. Experimental results on face recognition
show that the proposed LP method is significantly better than
other locality measure based methods such as Laplacianfaces and
UDP, and is even comparable to the supervised feature extraction
methods.
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